Bering Sea Jelly Cruise (Leg 2) – July 28th – August 4th, 2017
Echos – Ben Binder (Night) Jonathan Witmer (Day)
ARIS – Suzanne (Night) Ben & Jonathan
ZooVis – Hongsheng (Night) Stuart (Day) Suzanne Ben
Nets – Mary Beth (Day)
CTD – Ben Jamie (Night) Brandon (Martech Day) Jonathan

ARIS Housings and Echosounder computer set to Local Time (UTC -9). Echosounder data file names saved as UTC

0830 – 120 khz tested, 38 not connecting because of software issue. Talking to Jeff about fix.
0830 – 120 set to 1.024ms, 250w, 200ms ping interval
0900 – safety meeting, calibrating at 930
0930 – attempted calibration. Ducers facing inboard at dock (not straight up and down) going to have to try something else…
1000 – talked to Jeff Condiotty. No idea why I can’t get 38-12 on gpt through ek80. Likely because its old and need to try er60 and 38 standalone without 120.
1100 – attempted with er60 and standalone with no success. Emailed kevin and jeff, and called Alex DeRobertis
1450 – on station 1 preparing to deploy
1617 - D20170729-T001506 deployed station_1
1730 – Zoo Vis in
1910-ZooVis out- bridal caught under Aris plate, Aris mount skewed (as in it got f’d up)
1915- D20170729-T001506 retrieved zoovis
2025 – Ran through ARIS data. Data was collected and it looks ok, but the range was stuck at .7  - 1.3 meters… Not sure why, charging and regrouping
2330 – On station 3 deployed CTD
July 29, 2017 
0000 – Deployed Transducer pole collecting on 120kHZ (D20170729-T080434)
0010 – Nets going in
0018 – nets up
0048 – zoovis in all running well
0222 – zoovis up sonar off (D20170729-T102128)
0225 – zoovis still running ARIS battery dead. Charging for a few and then powering up to download.
0310 – departing to station 5 (3.5hours)
0645 – On station 5 CTD going in
0720 – nets in
0754 -  Deployed Transducer pole collecting on 120kHZ (D20170729-T155400)
0800 – Pulled ARIS bottles, would not connect and no light seen through view port. Disconnected battery jumpers on battery bottle to reset power supply. Once reconnected Ethernet was found. SONAR-2 would not connect. Heard ARIS make a little noise, but couldn’t get remote desktop. Connected to SONAR_1 and found remote desktop immediately. SONAR-2 is misbehaving. Deploying station 5 on SONAR_1, will test Sonar-2 when recovered. Connected SONAR-2 hdd to laptop and recovered data. All appeared well, data had been collected. Not sure what is wrong. Charging bottles in housings now for deployment
0900 – new mount for ARIS being made, Bridle kept hanging up. Mounting on front of ZooVis upper plate
1040 – ZooVis in with ARIS all good
1218 - ZooVis out with ARIS
1220 – echosounder off and up (D20170729-T201821) ARIS data is GOOD but ZooVis went down half way. Stuart is fairly certain the LED light source has burned out. Won’t be able to collect anymore zoovis data if this is the case. Firing up at station 7 and giving it a try.
1230 – begin transit to station 7
1745 – on station 7
1750 – ctd in
1800 – nets in and pole down
1812 – echosounder on (D20170730-T021246)
1845 – zooviz going in
2025 – zoo vis recovered transducers recovered (D20170730-T041300)
2040 – transit to station 9


07/30/2017
0032 – arrive station 9 preparing ctd. Starting up ARIS to test and make sure continues running. Stopped after 30 min last time? Not sure why, a file was corrupt though. Some rror?
0035 – ctd in, pole in
0043 – echosounders on (D20170730-T084556)
0050 – ctd recovered nets prepping
0100 – nets recovered
0112 – zoovis in 
0252 – zoovis recovered echo sounders shutdown (D20170730-T104448)
0310 – begin transit to station 11
0645 – on station 11
0650 – ctd and echosounders in 
0700 – CTD recovered echosounder start (D20170730-T150140)
0720 – zoovis in with aris
0853- zoovis with ARIS out
0905 - Echosounder out (D20170730-T150140)	
1350 – on station 13
1400 - Echosounder in (D20170730-T213837)
1410 - ZooVis with ARIS in
1540 - ZooVis with ARIS out
1545 - Echosounder out (D20170730-T213837)
1900 – ARIS files on station 13 were corrupt and did not record data once it left the deck… something happened with software I think… Disconnected ARIS from frame and tested in 50gal drum. Data was recorded, depth sensor read, and images were captured. ARIS is working fine. Not sure why the data was corrupted last time. Changed the record time to 30 minutes (rather than 10) to prevent splitting file interruption (if that’s the problem), enabled a delay feature to help communicate with remote desktop (don’t know if this will help, don’t think so), and also enabled ‘infinite reconnect on timeout’ feature (it will no longer shutdown if network lost for more than 60 seconds). If the issue was network drop for some reason, this will allow for reconnect and automatically begin recording. We will see how it works on station 15
2125 – arrive station 15
2135 – ctd in echosounder in (D20170731-T053521) ARIS is up and running ok
2143 – nets
2150 – zoovis and ARIS in
2322 – aris zoovis up echosounders up (D20170731-T070120)
2330 – ARIS data good headed to station 12
7/31/2017
0620 – arriving at station 12
0630 – echosounder in ctd in (D20170731-T143152)
0635 – ctd up
0645 – nets in
0650 – nets up
0655 – zoovis and ARIS in 
0833 – all up (D20170731-T163343)
0850 – proceeding to station 17
1010 – on station 17
1020 – CTD going in
1025 – echosounder on (D20170731-T182423)
1030 – nets going in
1045 – zoovis in and ARIS down
1201 – shutdown echosounders to test new 38 khx fix
1220 – all up (D20170731-T195934)
Station 18
1400 - CTD in
1415 - CDT up
1420 - echosounders in (D20170731-T223055)
1422 - nets deployed
1615 – echosounder up all up (D20170801-T001339)
Station 19
1805 - ctd deployed
1800 – echosounder deployed (D20170801-T020643)
1811- ctd recovered
1818- nets in
1823- nets out
1835  - ARIS in
2000  - ARIS out
2010 – echosounder up (D20170801-T041035)
Station 20
2155 – ctd in
2203 - echosounder on (D20170801-T060345)
2230 – drop outs noticed due to rough weather (5-8ft)
2350 – zoovis and aris up
2353 – echosounder out (D20170801-T075046)
08/01/2017
0010 – headed to station 22
Station 22
0330 – ctd 
0338 – nets
0340 – echosounders on (D20170801-T114014)
0350 – aris and zoovis in 
0525 – aris and zoovis up
0528 – echo sounder up (D20170801-T132739)
0545 – headed to station 24
0900-echosounder in (D20170801-T165811)
0920- ARIS in
1055-ARIS out and echosounder out (D20170801-T165811)
1100- heading to station 26
Station 26
1410-ctd in
1423-echosounder in (D20170801-T223517)
1447-ARIS in
1617 ARIS out
1620 – echosounder out (D20170801-T223517)
Station 28
1940 – ctd in
1948 – nets in
1951 – echosounder in (D20170802-T034921)
2002 – ARIS in
2135 – ARIS up
2140 – echosounder out (D20170802-T053615)
2145 – headed to station 30
08/02/2017
Station 30
0058 – ctd in
0103 – echosounder on (D20170802-T090338) 
0110 – backed up ARIS and echosounder data through station 28
0125 – nets in
0135 – ARIS in
0320 – ARIS up
0328 – echosounder up (D20170802-T112703)
0335 – headed to station 31
Station 31
0430 - ctd in
0435 – echosounder in (D20170802-T123531)
0445 – nets in
0500 – ARIS in
0635 – ARIS up
0642 – echosounder up (D20170802-T144033)
0650 – headed to station 32
Station 32
0750 – ctd in
0805 – nets in
0820 – echosounder in (D20170802-T161910)
0825 – ARIS in
0955-ARIS out
1005- echosounder out (D20170802-T161910)
1010-Heading to station 33
Station 33
1125-Ctd in
1130-echosounder in (D20170802-T193717)
1140-ctd in
1145- nets in
1157-nets out
1211-ARIS in
1345-ARIS out
1347-echosounder out (D20170802-T193717)
Station2
1555 – ctd in
1600 - nets
1610-Echosounder in 
1626- ARIS in (D20170803-T001125)
1750 – ARIS up
1755 – echosounder up (D20170803-T015432)
1810 – ARIS power supply blew up in rogue wave. Shutdown ARIS at time of deployment. Redoing this site
Station 2 redo
1818 – ARIS in
1821 – echosounder back in (D20170803-T021851)
1923 – echosounder up (D20170803-T032328)
1925 – ARIS up
1930 – on to station 1
Station 1 replicate
2148 – ctd in
2150 – echosounder in (D20170803-T054908)
2200 – ARIS in
2350 – ARIS and echosounder up (D20170803-T074511)
[bookmark: _GoBack]2355 – headed home! All echosounder data backed up on KBos BU and Hongsheng XHD
Calibrating in the morning (08/03/2017)
	

